
Math 2240 The Vector Form of Solutions Linear Algebra

Here we will look at writing parameterized solutions of linear systems in a nice vector form.

Matrix Vector Form:

Suppose we have a linear system:

a11x1 + a12x2 + · · · + a1nxn = b1
a21x1 + a22x2 + · · · + a2nxn = b2

...
...

...
...

am1x1 + am2x2 + · · · + amnxn = bm

We can rewrite this in a matrix vector form:
a11 a12 · · · a1n
a21 a22 · · · a2n
...

...
. . .

...
am1 am2 · · · amn



x1

x2

...
xn

 =


b1
b2
...
bm


If we let A be the matrix whose (i, j)-entry is aij , x be the column vector whose ith-entry is xi, and b be the column
vector whose ith-entry is bi, then we can write this compactly as Ax = b. Of course, x is our vector of variables.
The m × n matrix A here is called the coefficient matrix for this system and b is called the vector of constant
terms.

Solutions in Vector Form:

To solve a linear system we first translate it into an augmented matrix. This is the coefficient matrix with the
constant terms adjoined to the end as a final column. Often we include colons or some other punctuation to indicate
the last column is to be interpreted differently. In the notation above, our augmented matrix would be [A : b].

Next, we use Gauss-Jordan elimination to row reduce our augmented matrix and find its reduced row echelon
form (RREF). Here we run into several interesting possibilities. First, if the final column (the one corresponding
to the constant terms b) is a pivot column (i.e., it contains a pivot), we have a row in our RREF that looks like:
[0 0 · · · 0 : 1]. This translates back into the equation 0 = 1. Such a system has no solutions. In particular, if our
final column is a pivot column, we have an inconsistent system. If our final column is not a pivot column, we
have a consistent system.

In a consistent system, if the ith column of our coefficient matrix A is a pivot column, we have that the ith variable
xi is a basic variable. On the other hand, if the ith column of our coefficient matrix A is not a pivot column, we
have that the ith variable xi is a free variable. When all the columns of our coefficient matrix are pivot columns
and the final column is not a pivot column (i.e., our system is consistent), then our system has exactly one solution.
In this case, the ith row of the RREF is of the form: [0 0 · · · 0 1 0 · · · 0 : ci]. This translates back to xi = ci. In
vector form, x = c where c is a column vector whose ith entry is ci.

Example: Solve
x + 2y = 1
3x + 4y = 5

. Our coefficient matrix is A =

[
1 2
3 4

]
and constant term vector is b =

[
1
5

]
.

Thus our augmented matrix is [A : b] =

[
1 2 : 1
3 4 : 5

]
. Using Gaussian elimination we can find the RREF of our

augmented matrix is

[
1 0 : 3
0 1 : −1

]
. Noting that the final column is not a pivot column, we see this is a consistent

system. Both columns of our coefficient matrix are pivot columns. Thus both variables are basic variables (no free
variables). This means our system has a unique solution (i.e., it has exactly one solution). Translating the rows of
our RREF back into equations we get 1x+ 0y = 3 and 0x+ 1y = −1 so that x = 3 and y = −1. In vector form this

is x =

[
3
−1

]
.

Finally, if our final column is not a pivot column (i.e., the system is consistent) and at least one of our coefficient
matrix’s columns is not a pivot column (i.e., we have at least one free variable), then our system has infinitely many
solutions. In this case, we often give new names to the free variables (calling these parameters) and write down a
corresponding parameterized solution. Instead of trying to give a general form in this case, we will illustrate this
with examples.
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Example: Solve
x + 2y + 3z = 3
4x + 5y + 6z = 9
7x + 8y + 9z = 15

. Our coefficient matrix is A =

1 2 3
4 5 6
7 8 9

 and constant term

vector is b =

 3
9
15

. We find the RREF of our augmented matrix using Gaussian elimination (details skipped here):

[A : b] =

1 2 3 : 3
4 5 6 : 9
7 8 9 : 15

 ∼

1 0 −1 : 1
0 1 2 : 1
0 0 0 : 0

. Our final column is not a pivot column, so this is a consistent

system. Notice that the last column of our augmented matrix is a non-pivot column, so we will have infinitely many
solutions. In particular, x and y (corresponding to pivot columns of A) are basic variables and z (corresponding to
a non-pivot column of A) is a free variable. Translating the RREF back into equations, we have 1x + 0y − 1z = 1,
0x+ 1y + 2z = 1, and 0x+ 0y + 0z = 0 so x− z = 1, y + 2z = 1, and 0 = 0.

If we let our free variable z = t (a parameter), then these equations say (after putting the free variable terms

on the right hand side with the constant terms): x = 1 + t, y = 1− 2t, (and z = t) for any scalar t. This is our

general solution in parameterized form. We then put this into a vector form:

xy
z

 =

 1 + t
1− 2t

t

. Factoring apart the

constant and free variable parts, we have x =

11
0

+

 1
−2
1

 t is the vector form of our general solution.

Let’s focus just on the final translation step in our last examples.

Example: Suppose we have RREF

1 2 0 1 3 : 5
0 0 1 −1 2 : 7
0 0 0 0 0 : 0

. The final column is not a pivot column so this

system is consistent. The first and third variables are basic whereas the second, fourth, and fifth variables are free.
Let’s use parameters: x2 = r, x4 = s, and x5 = t. The rows say x1 + 2x2 + x4 + 3x5 = 5, x3 − x4 + 2x5 = 7, and
0 = 0. In terms of our parameters, this is x1 + 2r + s+ 3t = 5 and x3 − s+ 2t = 7. Therefore, x1 = 5− 2r − s− 3t,
x2 = r, x3 = 7 + s− 2t, x4 = s, and x5 = t.

In vector form this is x =


5
0
7
0
0

+


−2
1
0
0
0

 r +


−1
0
1
1
0

 s+


−3
0
−2
0
1

 t.

Example: Suppose we have RREF

[
1 0 0 −1 : 2
0 1 3 0 : 4

]
. Then our first two variables are basic and whereas

the third and fourth are free, say x3 = s and x4 = t. Translating the RREF back into equations, we have x1−x4 = 2
and x2 + 3x3 = 4 so x1 − t = 2 and x2 + 3s = 4. Therefore, x1 = 2 + t, x2 = 4− 3s, x3 = s, and x4 = t.

In vector form this is x =


2
4
0
0

+


0
−3
1
0

 s+


1
0
0
1

 t.

Example: Suppose we have RREF


0 1 0 0 2 0 : 0
0 0 1 0 0 0 : 3
0 0 0 1 4 0 : 5
0 0 0 0 0 1 : 6

. The second, third, fourth, and sixth variables

are basic with the first and fifth variables being free, say x1 = s and x5 = t. The RREF then says x2 + 2x5 = 0,
x3 = 3, x4 + 4x5 = 5, and x6 = 6 and so x2 + 2t = 0, x3 = 3, x4 + 4t = 5, and x6 = 6. Therefore, x1 = s, x2 = −2t,
x3 = 3, x4 = 5− 4t, x5 = t, and x6 = 6.

In vector form, we have x =


0
0
3
5
0
6

+


1
0
0
0
0
0

 s+


0
−2
0
−4
1
0

 t.
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